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Makes the Linux kernel 
programmable in a 
secure and efficient 
way.

“What JavaScript is to the 
browser, eBPF is to the 
Linux Kernel”

Process

Scheduler

execve()

Li
nu
x

Ke
rn
el

Syscall

4





Cilium
CNI

Scalable, Secure,
High Performance

CNI Plugin



Cilium
CNI

Cilium
Service Mesh

Scalable, Secure,
High Performance

CNI Plugin

Sidecar-free Mesh & 
Ingress



Cilium
CNI

Cilium
Service Mesh

Scalable, Secure,
High Performance

CNI Plugin

Sidecar-free Mesh & 
Ingress

Hubble

Network
Observability



Cilium
CNI

TetragonCilium
Service Mesh

Scalable, Secure,
High Performance

CNI Plugin

Sidecar-free Mesh & 
Ingress

Security Observability & 
Runtime Enforcement

Hubble

Network
Observability



The Origins….
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Then Now

Cilium Design Summit,
Diavolezza, 2016 Isovalent Team,

Punt Muragl, 2022
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● IPv6 Only
● No concept of networks
● Policy decoupled from addressing
● Giant flat L3

First Conference Talk
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DockerCon 2017
When everything changed
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2017 - First Office
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2018
Starting to
Grow
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2019
Team Building

The Snow 
Chains 
Incident,
Julier Pass
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2019
Swiss Culture

Fondue,
AirBnB,
Palo Alto
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2021- Things get crazy…
AWS picks Cilium

Google picks Cilium

Cilium joins the CNCF
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2022 - Crazy^2



CNI
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Efficient and Scalable Kubernetes CNI
● IPv4, IPv6, NAT46, SRv6, …
● Overlays, BGP, Cloud Provider SDNs 

High-performance Load-Balancing
● Kubernetes Services
● North-South load-balancer
● Kubernetes Ingress

Network Policies & Encryption
● Kubernetes Network Policy
● Cilium Network Policy (FQDN, L7, …)
● Transparent Encryption

Multi-Cluster & External Workloads
● Global Services, Service Discovery,

Network Policy
● Integration of Metal & VMs
● Egress Gateway

What is
Cilium CNI?
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Metrics, Logs, & Service Map
● L3/L4
● L7 (HTTP, DNS, Kafka, …)
● Network Policy
● …

Hubble Observability
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Service Mesh



@lizrice

Observable, secure, resilient cloud native connectivity 



Traditional networking is falling short
tcpdump, NetFlow,

sFlow, …
SSH, IPsec, 
Wireguard, VPN, ..

L4 Load-Balancing
(IPVS, iptables, …)

TCP retransmissions

Network



Service Mesh Origins



Service Mesh with Sidecars



@lizrice



@lizrice

The network cost of sidecar proxies



@lizrice

Removing sidecars from Service Mesh

userspace

kernel

userspace

kernel



Cilium Service Mesh

Option 1:
Sidecar-free

Istio Ingress /
Services

Gateway 
API

SPIFFE

Observability Integrations

31

+

Control plane of your choice

Option 2:
Istio Integration

Istio+ +



Traffic Management
- L3/L4 forwarding & Load-balancing
- Canary, Topology Aware Routing
- Multi-cluster
Security
- Network Policy
- mTLS
Observability
- Tracing, OpenTelemetry, & Metrics
- HTTP, TLS, DNS, TCP, UDP, …

eBPF Native
(no proxy)

Proxy

Traffic Management
- L7 Load-balancing & Ingress
Resilience
- Retries, L7 Rate Limiting 
Security
- TLS Termination & Origination
- L7 Network Policy*

When eBPF cannot do itWhenever possible



Security Observability &
Runtime Enforcement



LD_PRELOAD
● Standard C library, dynamically linked
● System call API
● Replace the “standard” library



Syscall checks within the kernel
ptrace, 
seccomp, 
eBPF kprobes on syscall entry



TOCTTOU with syscalls

For more details
● Leo Di Donato & KP Singh at CN eBPF Day 2021
● Rex Guo & Junyuan Zeng at DEFCON 29 on Phantom 

attacks 

ptrace, 
seccomp, 
eBPF kprobes on syscall entry



Need to make the check at the right place



Linux Security Modules
● Stable interface
● Safe places to make checks



BPF LSM 
● Stable interface
● Safe places to make checks
● eBPF makes it dynamic
● Protect pre-existing processes



BPF LSM 
● Stable interface
● Safe places to make checks
● eBPF makes it dynamic
● Protect pre-existing processes
● Needs kernel 5.7+



Cilium Tetragon
● eBPF makes it dynamic
● Protect pre-existing processes
● Uses kernel knowledge to hook into 

sufficiently stable functions
● Multiple co-ordinated eBPF programs
● In-kernel event filtering



Reactive actions from user space  



Preventative actions from kernel



Observability

● Deep Visibility
○ System, network, protocols, 

filesystem, applications, …

● Transparent
○ App agonistic

○ No changes to applications

● Low-Overhead
○ Minimal overhead

○ Extensive filtering & aggregation

● Integrations
○ Prometheus, Grafana, SIEM, fluentd, 

OpenTelemetry, elasticsearch



Combined Network & Runtime Visibility



TLS/SSL Visibility



Observing DNS, HTTP, TCP, …



Monitoring & Preventing Capabilities Abuse



Thank you!

https://www.linkedin.com/company/isovalent/
https://twitter.com/isovalent
https://github.com/isovalent
https://isovalent.com/

