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Successful Platform Engineering
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Houston: It seems we have a problem!
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Source: State of DevOps / Platform Engineering Edition
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Shifting left!
Teams taking on more responsibility
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When Organizations grow -
Teams start do things “their way"!
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When Organizations grow -
Teams start do things “their way"!
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Central Services became
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the “"Patch Solution”
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Leading to Platform Engineering:
Git* as one Interface for Self-Service

(Cz\ PLATFORM ENGINEERING TEAM
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Platforms are a mean of centralising expertise
whilst decentralising innovation to the
customer or user

Thoughtworks.com




Developer Productivity as Key Measure
of Success to Platform Engineering!

68%

Source: State of DevOps / Platform Engineering Edition
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More tangible KPIs to measure success

Business benefits achieved
and lessons learned
Outcomes
Lessons learned

© "/, of developer time is spend in productive activities v Understand the developer joumey

and how they spend their time
5014 active projects with © =/ /1 active users S Al siaridards enablos

developers to code quickly & with
421/ pipeline runs by 2023 (up from 3M, 2019) increased security

v’ Provide flexibility, but with guardrails
2414 user stories by 2023 (up from 22K in FY20) E i Use manice It [Tess (ot Corace
v’ Put the customer at the center

0%, of MTT Instrument reduction (days down to minutes) (onnides Froelve ool

Significant reduction in incident count with major improvements
in code quality

Dell Digital Proven (i3 D<A LTechnologies

Source: Marcio Lena, Sr. Dir App Intelligence and SRE @ Dell — Dynatrace Perform 2024



Git enables “"Observability as Self-Service”

-

1! project_instrumentationyml X [ == ,

appintelligence > ! project_instrumentation.yml
1 it j i,‘_.,\'_.:

©

Dell Digital Proven (=

2 config_version: 0.1

3 ! Q | O e (. | Q)
42 configuration: OLPLATFORM ENGINEERING TEAM
5 traces: -

6 enable: "yes"

7 restage_on_enable: "yes"

8 enable_with_rolling: "no"

9 restage_on_disable: "yes"

10 disable_with_rolling: "no"

11 logs:

12 enable: "yes"

13

DAL Technologies

Source: Marcio Lena, Sr. Dir App Intelligence and SRE @ Dell — Dynatrace Perform 2024




“By 2026, 80% of

large software engineering organizations

will establish platform engineering teams as

internal providers of reusable services, components and
tools for application delivery”

G a rtn er Read the full blog here: https://www.gartner.com/en/articles/what-is-platform-engineering



“80% of all organizations
indicate expanding use, using, or piloting an

IDP (Internal Developer Platform) —
compared to

55,9% in the previous year”
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—— Read the full' blog here: https://www.idc.com/getdoc.jsp?containerld=US51622924



So - that's it!
Everyone is
happy!
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My job is done here ©



Hype VS Reality
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We've spent months building this platform, devs hate it, help me understand why

121 upvotes - 86 comments
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How to Build a Successful Platform?

Find the pain points and needs of your users
Have a clear mission with measurable KPlIs

Design for a good User/Dev Experience

Start with the TVP (Thinnest Viable Platform)

o ¢ \NQ A

Make everything observable



Advice: Build your Platform like a Product!

SELF SERVICE

PLATFORM END-USER FEATURES

USER INTERFACE(S)

TAILORED TO THE NEEDS OF YOUR USERS

CORE PLATFORM

TAILORED TO FIT THE REQUIRMENTS

@) o
Dev %\& DevOps
Command Line REST API
1 ——-
2 config_version: 0.1
3
4% configuration:
5 traces:
6 enable: "yes"
v J restage_on_enable: "yes"
8 enable_with_rolling: "no"

Delivery Services

Platform Services

Platform

Security
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SUCCESS KPIS




Use Case: Self-Service Observability @ Bank

0

Journey

Owner

SLO

\

Devs uses template: git commit!

"deployTemplate":
“dtServicePriority
“manifestDirPath":
ConfigsDirPath
[

"java-service",
false",
BOOT-INF/classes™
"BOOT-INF/c
“HOME", "OMNI-PLATFORM"
1,
“internalAutoScaleConfig": "true",
“setEurekaHostname": true,
“appType": "apptype-spring-boot",
“squad": [
"BLUE-STEEL",
"SPRINTENDO",
"SQUAD-RABBITHOLE"
Il
"appName": *home-client-api",
“dynatraceConfig": {
"dtEntityConfig":
‘ClientController"”,
ERVICE",
99,98,
99.99,

rgetsSLO
rnings

"dtSLOType": "Availability"

"dtEntity": entContactDetailsController"”,

ERVICE",

.98,
ailability"

Automated Observability and Targeted Alerting to Owners

* UE90 OMNI OVERVIEVAaiE220)
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UE90 Service Level Objectives

BANK WITH CONFIDENCE

CHOOSE A BANK

BANK WITH CONFIDENCE Problems Y Smartscape problems ¥ BANK WATH C probiems Y
’ o ¥ s o
/3 i 2 0]
>d B Waming Nad Top web applications
e SERVCE Avatatilty SL0: ContctCanwre. .V # SERVICE LEVEL OBJECTIVES .
il RELEASE MONITORING
99.9.
¥ REAL USER MONITORING
UES0 RUM Live uses activity Y
UEQO SERVICE Avatabiity SLO. Notification<o. V. 0900 0930
: = ..‘.‘.. ¥ 77'323 O 142 0300 09:30 10:00 10:30
100 « 0.09« 99.9; 'Y Y )
S0 stadis ror budget - Nih 10
od W Waming @ Bac No Data New ytarn
DIGITAL RUM... OMNI PLATFORM PCF HOSTS
UE0 SERVICE Availability SLO: Transactionlis . 7 &) e
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UESC OMMI P_. CONFIDENCE 53,979
999 0. 99.9. UE30 OMN! PROD - LOGIN 53,076 ‘
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) mAVamning 0 Alﬁm‘ 4
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Tip: Follow Cloud Native Best Practices

: - . N I
Community providing practices on releases / apps

% » \ metadata: O

name: accountservice
2
keptn

kind: Deployment

o spec:

selector:
Q matchlLabels:
app: accountservice Devs: Label your CRDs
template:
metadata:

labeigpllllllllllllllllllllllllllll

Labels
ke full advan these hould be a on every urce object. . .
=app: accountservice
Eapp.kubernetes.io/version: 4421878
sapp.kubernetes.io/part-of: easytrade
S OWREF * S WO RSO e e

Description
app.kubernetes.io/name The name

app.kubernetes.io/instance A unique name identifyi e instance of an application
L Name = ~ ersi Stag Product + ~

app.kubernetes.io, The current version of the application ( ! ion hash, etc.) {;} O

contentcreator.easytrade = as easytrade

io/component e component within the architecture S R ES . simplenade.simplenode-dev 3.0.2 simplenode- simplenode-product
L + . + T: T}TF r % _r _ —f % r_l }_ -r |F‘ F,l %r ~ ||——t| _ r}_” _ qut -f G | .I:ﬁff‘r"ceryiEE..EPiF‘raqE. EEEEEER .IﬂgE.lﬁ_'? | | .:th“t@ﬂ% | .Ei_’%';rq¢. EEEEN
app.kubernetes. art-o 2 Name or a nigher level application this Sparto et re ease_awa re ) -
accountservic 44e1878 trade

app.kubernetes.io/managed-by  The tool being used to ma the op ion of an application Obse rva bi | ity EEmmEEEEEE LSS " "asytade " trade" " """ "

app.kubernetes.

alf

aggregatorservice-*.easytrade 4401877 easytrade

AN 4




Use Case: Self-Service Feature Flagging

O
Developer adds @penFeature

OpenFeature.setProvider(new MyProvider());
const featureFlags = OpenFeature.getClient();

const withCows = await featureFlags.getBooleanValue("with-cows", false);
if (withCows) {

res.send(cowsay.say({ text: "Hello, world!" }));
} else {

res.send("Hello, world!");

}

O

Developer gets immediate feedback
e
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DevOps control rollout of new features via Git, e.g: flagd provider

feature-flags
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Use Case: Automated FinOps @ Bank

4 O N N\
N DIEVE Bl fofoﬁo SRE / FinOps have observability to and optimize Carbon & Costs across all environments
resource U

& Request o v Application: Omni Channal Product Onboarding v CPUOPES v CPU Optimisable Hosts <3% 12 PM Mov 2 12 PM Now 3 12 FM Nov 4 12 PM MOV 5 12
AZ_LII'E‘ViI'tI_Ia| _ Total Emissions in the last 7 days Hosts ° ® DRV
: ® ETE
gC02eq 17 ‘
Memory Optimisable Hosts <28% ? ® 0A
218.4k 2
- 3 | _
Emiscions in the lact 7 days by Hypervisor - gC02eq
VMWARE 159147 0
| AWS_NITRO 75,566.13 .
Cost Reduction Target
LPAR 227 47744
- U\ %




Use Case: Self-Service Onboarding @ Dynatrace

©

KO\ { T Jira & Backstage GitHub T Bitbucket (@ Gitpod ]

«t Management /. PRODUCT-6192  IEuqIVeR i es) Create a new component # O Bitbucket Vourwork  Projects Repositories v
R e e =y New Workspa-

orkspace in the Dynatrace
o

!. Workflow Action: Send e

DTP Application Onboarding

templat @
I8 Docs . be b main v - se email-a) .
. - m email-app
Create... ° ‘7". eate « est bitbucket.lab.dynatrace.org/scm/apps/email-app
b Apps . A * Create fork
a VS Code - 1.85.1
Editor - Browser

@ Stanc
Class B disk
._

# Edit

~ Details

General  Prierity

SSSSSSSS

(&7 Gradle @+arsoR @arwoor gy, AWS /A Azure
0O

AHTIFACTUHY e
ET qub\\ 54 kyverno @ Crossplane FEemiE ¢ Google Cloud

GitHub Actions

ég)’ Jenkins




Tip: Platform Observability from git to prod

N
N git commit ; Ot Platform Engineering: Are all templates properly configured and used?
>

Documentation [3

Invalid Entities

We found warning logs for the below entities. You can filter for certain entity errors with the Entity r variable on top of this dashboard. Backstage always does delta loads and only logs a lot of information about all entities on its startup. If you are missing an entity, please
increase your selected timeframe

Errors Timestamp Name Namespace Type Location

7/6/2023, 8:48:10 A. generated-50eb54249329935149d3415f79dd12fc7877d1 default location https://bitbucket [RLLLLRYL g Cts /S0l jer
ubuntu- s < X /browse/catalc

6/29/2023, 7:59:38 generated-50eb54249329935149d3415f79dd12fc7877d1 default location https://bitbucket.lxkxix xXxxx)/projects, g5l jer
ubuntu-3xx ats XXXXXXXXXX5[browse/catalc

6/29/2023, 8:05:52 generated-50eb54249329935149d3415f79dd12fc7877d1 default location https://bitbucket.2
ubuntu

Entit._found  Exter. Inval_yntax Requi.ssing Extefound  Other  Inval.rence

‘ Crossplone @ Entity not found @ Externa..thorized @

External..ot found @ Other @ Invalid reference

Invalid syntax @ Require... missing




Tip: Platform Observability from git to prod

O i i \Q o o o o
git commit {5}\9; Platform Engineering: Do we have any issues and bottlenecks in our pipelines?

Last 7 days ~ ¥ compared to Last 90 days ~ D Reset filter lih Select Visualisation <>
@ BaCkStage Total Jobs viewDetails ~ Failure Rate view Details  Average Duration (in min) viewDetails ~ Standard Deviation
@ . 413 (323) +78% 50.6 (66) -31% 102 (110) -8% 30.5
('ti” Jenkins o CHIE -
(3 HARBOR
<&
e K&/ ern(
o B o] ‘
?Argo CD
‘Crossplane e Response Time




Tip: Platform Observability from git to prod

O I

N git commit {’} Ot Platform Engineering: Is our container registry running smoothly? Which teams use it?

Harbor

Requests Repository c Replication status

g Backstage

fg’ Jenkins

Portal Logs
timestamp content % dt.entity.cloud_applicati dt.entity.cloud_application_Instance & ~

1/18/202 0 2 8/)an/2024:17 0] "GET / HTTP/1.1" 200 785 "-" "kube- CLOUD_APPLICATION-CCEAF8371F30A817 CLOUD_APPLICATION _INSTANCE-A33AD
1/18/202 9 127 2 9 +0000] "GET / HTTP/1.1" 200 657 "-" "Go-http- CLOUD_APPLICATION-CCEAF8371F30A8 CLOUD_APPI ON_INSTANCE-A33AD
1/18/202 00.127.24.163 - - [18/Jan/2024:17:48:59 +0000] "GET / HTTP/1.1" 2 Go-http- CLOUD_APPLICATION-CCEAF8371F30A817 CLOUD_APPLICATION_INSTANCE-A33AD

ent/1.1"
1/18/2024, 6:49:0" 0.44.72.: " 20 5 "-" "ELB- CLOUD_APPLICATION-CCE4F8371F30A817 CLOUD_APPI ON_INSTANCE-A33AD

1/18/202 0 54 - -[18/] 7 8 ~" "kube- CLOUD_APPLICATION-CCEAF8371F30A817 CLOUD_APPLICATION_INSTANCE-A33AD
nrohe/1 27+"

@ Crossplane

Jobservice Logs

timestamp % ~ content % dt.entity.cloud_applicati dt.entity.cloud_application_instan

1/18/202 3:14 PM 8 WARNING] [/jobservice/period/| edule No periodic = CLOUD_APPLICATION-BCD58430C0A
i nd numeric ID=1705600481 removed from the




Tip: Platform Observability from git to prod

~

N git commit ; Ot Platform Engineering: No vulnerabilities in prod? All policies enforced?

-‘-J Tl‘.li.rdf;l)‘arty \.'l‘ll‘lje‘ra“h.il‘iFies Policy insights

K8S with/without admission controller Policy violations by cluster Violations by policy

& Backstage . ' | \

DEV
§

Davis® Security Advisor

fg’ Jenkins

-‘} Third-party vulnerabilities (e mp-strict

k8s clusters without admission controller Violations by cluster (trend) Violations by policy (trend)

HARDE

N I N G ! ! : s Cloud Automation Dev claus-dev-81-us-east-1-cluster

entity.name % +

SPINE Dev
Davis® Security Advisor doaks-dev-dok-daily
doaks-dev-e2e-private
doaks-dev-priv-ajos
doaks-dev-readiness
dogke-dev-dok-daily
PROD k8s clusters with admi

entity.name 3 -~ k8s.admissioncontroller.entity.name % ~

dok-gitops-argo-dev kyverno-admission-controller

dok-gitops-argo-sandbox  kyverno-admission-controller
dip-dev-cs kyverno-admission-controller
® dtp-devi-grail

dtp-devl-grail kyverna-admission-controller dtp-dev2-plsrv

@ Crossplane

dtp-dev2-apigw kyverno-admission-controller pse-disall.
pse-memor..al-limi

dtp-dev2-apprt kyverno-admission-controller
pse L ot pse-restri..or-profiles

ronnira-lahols




Tip: Platform Observability from git to prod

-

O

(-
<>

git commit

@ Backstage

[

fg)’ Jenkins

@ Crossplane

~

-

ArgoCD Analytics based on Logs emitted by ArgoCD components

' msg=""' LD:msg

prod-cd

{{;}\é} Platform Engineering: How many apps are onboarded? How well does it run?

manager

/dynatrace

argocd/

argocd/

mespaces

operator
elemetry

eprod-cd

/s...eprod-cd

s..eprod-cd

Is...eprod-cd

~




Tip: Platform Observability from git to prod

4 I
/O\ git commit /{} Ot Platform Engineering: Can we deploy in-time or do we have issues in stages? \
'

) ™ Dashboards  + Dashboard ®

(o}

[ Crossplane Observability for Platform Engineers v ¢v 2 Share 4+ 2020-02-132215102024-02-140030 v C v

Y Provider:7selected v Function: 3 selected

@ Backstage

I Crossplane Observability for Platform Engineers
= Is Crossplane properly scaled on Memory & CPU? What if resource creation takes longer than expected?
= @ CosenechuUsage CPU Usage by Provider CPU Usage by Function Average Time to Readiness Average Time to Delete
(l :
$:2) ki :
(9 Jenkins . h
. u 1 |
(3 HARBOR - - -
@
What if resources fail to materialize at all?
Crossplane Memory Usage Memory Usage by Provider Memory Usage by Function Number of Reconcile Errors Kubernetes warnings

3 |
o0 “/‘ 1 Miverno

Oncgo cp e

Number of reconciles by Controller Average Reconcile Time Average API Request Time

[
e Bolf

® Crossplane

0 @y




Recap: Build your Platform like a Product!

SELF SERVICE

PLATFORM END-USER FEATURES

USER INTERFACE(S)

TAILORED TO THE NEEDS OF YOUR USERS

CORE PLATFORM

TAILORED TO FIT THE REQUIRMENTS

@) o
Dev %\& DevOps
Command Line REST API
1 ——-
2 config_version: 0.1
3
4% configuration:
5 traces:
6 enable: "yes"
v J restage_on_enable: "yes"
8 enable_with_rolling: "no"

Delivery Services

Platform Services

Platform

Security

©

Git Repo

A2 SR ;©§ Support
$ S

>

Dev Portal Something else

Database as a
™ Service for MSSQI

%
=!

X-as-Code Observability

Observed

SUCCESS KPIS




Additional Resource: CNCF White Paper

Product and application teams

Documentation and search User Interfaces (Web Portals)

platform
interfaces

Project and environment templates

CNCF Platforms White Paper: provide environments and
https://tag-app- resources )
delivery.cncf.io/whitepapers/platforms SN data: identify i?nd scan artifacts
databases, authorize - enforce policy
P].atﬁ)rm CﬂL‘ht‘S, users and services
1igs D A G e buckets

capabilities Yok /

infrastructure: AlNG
compute, messaging: bind services store artif:

sork eLes ] ST ? observe
network, quenes, to workloads in registries and -
storage brokers via secrets repos workloads

Capability and service providers
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Additional Resource: OpenGitOps.dev

What is

is a set of open-source standards, bes
practices, and community-focused education to helj

https://opengitops.dev/ organizations adopt a structured, standardized

approach to implementing

CLOUD NATIVE

COMPUTING FOUNDATION




Additional Resource: GitHub Tutorial

https://dt-url.net/devrel-PE-demo

Developer Self-Service: Onboarding an app
with automated observability & security

=
O O
| “ i

GitHub ofgo

o &% & 8 @

kube-bench kube-hunter



Platform Engineering White Paper

https://dt-url.net/ebook-plateng-angr

and platform
engineering for
digital transformation

Amid the ever-evolving landscape of software
development, the debate surrounding DevOps vs.
platform engineering has ignited. Which is the
preferred approach to software delivery? Are these
two disciplines interlinked?

Download the free ebook to discover the following:

e The nuances, best practices, and tangible
benefits that DevOps and platform engineering
bring to organizations.

e The challenges and complexities that
organizations face in adopting and optimizing
these methodologies.

e How a unified observability platform helps
organizations unlock transformative potential
with their platform engineering use cases.

What's inside

CHAPTER ONE
What are DevOps and platform engineering?

CHAPTER TWO
Four ways DevOps and platform engineering
complement one another

CHAPTER THREE

Four benefits of DevOps and platform engineering

CHAPTER FOUR

Four challenges of DevOps and platform engineering

CHAPTER FIVE

Four ways platform engineering scales DevOps
in a cloud-native world

CHAPTER SIX

Four evolving practices in DevOps and platform
engineering

CONCLUSION

Unified observability and security for DevOps
and platform engineering




Successful Platform Engineering:
Hype vs Reality!

Lessons learned on how to get there

What we see

~40%

of engineering time
is productive

~36%

of developers leave because of
bad developer experiences

-

3® NG A

Find the pain points

Have a clear mission

Design for DevExperience

Start with the TVP

Make everything observable

~

~83%

of engineering time is
productive

~66%

report increased dev efficiency /
dev experience




All the resources in one slide

Report CNCF White Paper GitHub Tutorial OpenGitOps Katharina Sick

“State of DevOps 2023” “WG on Platform Engineering” https://dt-url.net/devrel-PE-demo https://opengitops.dev/ https://ksick.dev/



Thank You

From DevOps to Platform Engineering and Beyond!

wdynatrace

PRESENTER

Andreas Grabner

CNCF Ambassador
@grabnerandi
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